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Abstract—Enabling multicast in optical networks re-
quires the use of multicast-capable optical switches. In this
paper, we propose a new class of multicast-capable free
space optical (FSO) switches. Our design exploits nonmov-
able tri-state switching elements (T-SEs) that support
signal splitting and switching simultaneously and seam-
lessly, and thus the separate splitting stages used in con-
ventional multicast switches are not needed. It follows
that the propagation loss that may be encountered by an
optical beam passing through a splitting stage followed
by a crossbar (e.g., splitter-and-delivery-based switches)
can be avoided in the proposed switch since the beam
passes only through the crossbar. The proposed FSO switch
is analyzed and compared to conventional architectures in
terms of hardware complexity, power loss, and cost. We
show that an N ×M switch requires only NM nonmovable
T-SEs. Comparison with existing optical multicast switches
shows that the proposed switch providesmulticast capabil-
ity with substantially lower hardware complexity and a
comparable performance. Cost analysis for the proposed
switch shows that its switching cost is lower than existing
switches even if the cost of the T-SE is 1.2 to 2.2× that of a
MEMS mirror.

Index Terms—Free Space Optical; MEMS; Multicast;
Optical Switching; Switching.

I. INTRODUCTION

A data center (DC) design paradigm has been evolving
to facilitate the development of mega DCs that support
100,000 servers and beyond [1]. The demand for mega
DCs has been increasing as the portfolio of bandwidth-
and computation-intensive Big Data applications contin-
ues to grow [2,3]. Examples of Big Data applications can
be found in disciplines such as social media, bioinformatics,
the Internet-of-Things, nanoinformatics, and real-time re-
search analytic services. Applications hosted by mega DCs
generate large demands for bandwidth with different com-
munication patterns involving a combination of unicast,
multicast, in-cast, and all-to-all-cast traffic [1,4]. For exam-
ple, Hadoop and Spark frameworks require in-cast traffic
delivery during the shuffle stage of MapReduce but need
multicast for data replication, parallel database joint oper-
ations, as well as data dissemination in virtual machine
provisioning [4].

Optical technologies have become an integral part of
today’s communication networks. The inherent high band-
width of optical networks makes them capable of meeting
the high-speed, high-bandwidth requirements projected
bymegaDC applications and services. Therefore, DC archi-
tectures using optical interconnects to realize optical
circuit switching or optical burst switching on top of electri-
cal packet switching have been recently proposed [4–7]. On
the other hand, different research proposals investigate the
feasibility of realizing all-optical DC interconnects [8–12].
Optical technologieshavebeen long seenasa viable solution
for not only providing high bandwidth [13–15] but also
implementing multicasting more efficiently compared to
higher layer implementations (e.g., the application layer).
Realizing multicast in the optical layer requires the devel-
opment of efficient multicast-capable optical switches.

Optical switches can be generally implemented either in
guided space (using waveguides) or free space [using free
space optical (FSO) switches]. Guided technologies, such
as array waveguide grating routers (AWGRs) with tunable
wavelength converters or tunable lasers, and semiconduc-
tor optical amplifiers (SOAs) can be used to realize fast op-
tical switches with switching time in the range of a few
nanoseconds. However, switches based on AWGRs and
SOAs are usually expensive [16]. On the other hand,
FSO switches have low insertion loss and crosstalk and
simple fabrication, are less expensive and data-rate inde-
pendent, and support bidirectional communication [15,16].
However, FSO switches are slower than guided switches,
and the switching time is in the range of tens of millisec-
onds. A common approach for developing FSO switches is
to use 2D/3D micro-electro-mechanical systems (MEMS)
[15]. MEMS designs use movable mirrors to direct beams
from inputs to outputs, which may lead to losses due to
angular misalignments. Another approach to develop FSO
switches is to use electro-optic and liquid crystal materials
[15,17], where an electric field is used to configure switch-
ing elements (SEs) into either transmissive or reflective
states.

Real world DC traffic traces show that more than 95%
of the data are being transferred by the top 10% largest
elephant flows (i.e., flows with large amounts of data)
[18]. Researchers are currently investigating DC optical in-
terconnects using hybrid optical switching schemes in
which fast and slow optical switches are used simultane-
ously [9,11,16,19]. Fast optical switches are used for pack-
ets and small bursts of data, whereas slow optical switches
are used for long-lived (circuit and long burst) traffic.
Therefore, there is a current practical need for slow yet ef-
ficient and cheap multicast optical switches.http://dx.doi.org/10.1364/JOCN.8.000001
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Most existing FSO designs are for unicast [15] trans-
missions, and hence incorporating multicast into these
switches requires additional hardware (e.g., splitters). This
results in a higher complexity and thus cost. Moreover, the
existence of a splitting stage adds to the overall basic
switching structure and thus can potentially add to the
overall loss experienced by the signal due to Gaussian
beam divergence. Accordingly, the design of multicast
FSO switches with reduced complexity and path lengths
is an interesting yet challenging problem. To this end,
we propose a new N ×M strictly nonblocking (SNB) multi-
cast FSO switch using only NM nonmovable tri-state SEs
(T-SEs). Compared to existing multicast optical switches,
the new switch is shown to exhibit a substantial reduction
in hardware complexity and path lengths and has a
reduced cost.

The remainder of the paper is organized as follows. In
Section II, we review and analyze existing FSO multicast
switches. We dedicate Section III to presenting the new
class of FSO multicast switches. Results are presented
in Section IV, followed by a discussion in Section V.
Conclusions are presented in Section VI.

II. RELATED WORK AND PRELIMINARIES

In this section, we introduce notations and definitions
and review existing FSO switches.

A. Notation

AnN ×M switch hasN input ports; I � fI0;…; IN−1g has
M output ports; and Ω � fO0;…; OM−1g. A connection re-
quest between an input port Ip, 1 ≤ p ≤ N, and an ordered
set of output port(s) Ωp, Ωp ⊆Ω, is denoted byRp � hIp;Ωpi.
A requestRp is said to be a multicast if 1 < jΩpj < N, a uni-
cast if jΩpj � 1, or a broadcast if jΩpj � M (i.e., Ωp � Ω).
A set of all requests in an N ×M switch RN×M can be
any combination of unicast requests Γ, 1 ≤ jΓj ≤ min�N;M�,
and multicast requests Ψ, 1 ≤ jΨj ≤ min�N; ⌊M∕2⌋�.

B. MEMS-Based FSO Multicast Switches

Several multicast optical switch architectures have been
investigated in the literature (e.g., [14,20,21]). Optical
splitter and delivery (SaD) is a well-known SNB multicast
switch [20]. Figure 1(a) shows an N ×N SaD switch where
each input beam is initially split to N identical branches
using a 1 ×N splitter. Corresponding branches from all
N splitters are connected to one output port. Thus, any
input can be connected to any number of output ports. It
is worth noting that the SaD switch does not distinguish
between unicast and multicast requests, which results in
unnecessary splitting and signal losses. To overcome
unnecessary splitting, configurable splitters may be used
that add to the complexity of the design and control of
the switch [21].

A MEMS-based multicast FSO switch can be imple-
mented using SaD architecture (SaD-I) [20] by replacing
the 1 × 2 switches with MEMSmirrors. In Fig. 2(a), we pro-
pose a possible realization of a 1 × 4 FSO splitter. The total
number of components used in a 1 ×N splitter is
Φ � 2⌈log2�N�⌉�1 − 2.

SaD-I can be further improved by employing configura-
ble splitters (SaD-II) [21]. Figure 2(b) shows a possible
realization of a configurable 1 × 4 splitter. The total num-
ber of components used in a 1 ×N configurable splitter is
2Φ. In SaD-II switches, each input beam is divided into a
number of beams equal to the cardinality of the output set
(jΩpj), eliminating unnecessary splitting [21]. It can be seen
that SaD-II behaves like 2D MEMS and SaD-I in the cases
of unicast and broadcast, respectively.

A switch that treats unicast and multicast requests sep-
arately is proposed in [13,14]. The architecture combines a
d ×N SaD switch and an N × �N � d� three-plane switch
[Fig. 1(b)] to realize an SNB switch (SUM-SaD). Unicast
requests are switched by the three-plane switch, and only
multicast requests are delivered by the SaD. Thus, split-
ting loss for unicast and multicast is similar to that of
SaD-II and SaD-I, respectively.

In [22], Lin et al. propose an FSO 2D MEMS switch that
performs bridging to restore failed links. Bridging can be
thought of as a special case of multicast where an input
signal is forwarded to exactly two outputs.

Fig. 1. N ×N switch. (a) SaD [20] and (b) SUM-SaD [13].

Fig. 2. Possible realization of 1 × 4 FSO splitter. (a) Conventional
and (b) configurable.
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III. PROPOSED MULTICAST FSO SWITCH DESIGN

We propose a new class of SNB multicast FSO crossbar
switches using T-SEs. A T-SE is placed at every node, i.e.,
row–column intersection. SE�p; q� denotes a T-SE at the in-
tersection of input port p and output port q, �1 ≤ p ≤ N
and 1 ≤ q ≤ M�.

A T-SE can be configured (see Fig. 3) in one of three
states: reflective �R�; transmissive �T�; or splitting �S�, half
reflective/half transmissive [23,24]. The configuration of
SE�p; q� is denoted by τ�p; q; χ�, where χ ∈ fR;T; Sg repre-
sents the state of the T-SE. It is assumed that all T-SEs
are initially in the T-state.

Figure 4(a) shows the four possible configurations of the
basic 2 × 2 switch where the S-state is used to perform the
required multicasting. Figure 4(b) depicts a 5 × 5 switch
with two multicast requests: h1; f1;3;4gi and h4; f0; 2gi.
The request h1; f1; 3; 4gi is realized using the following
T-SE configurations: τ�1;1; S�, τ�1;3; S�, and τ�1; 4; R�.

A. Switch Properties

In the following, we analyze the proposed switch with
respect to hardware complexity, signal path length, and
number of T-SEs in the S-state.

Hardware complexity. In the proposed switch, signal
splitting and switching are performed simultaneously
and seamlessly. Therefore, the proposed design supports

multicast without a separate splitting stage and thus
has lower complexity.

Signal path length. The performance of the proposed
switch depends on the number of T-SEs traversed by the
light beam and the number of splitting operations. For an
N ×M switch, the number of T-SEs in the shortest and lon-
gest signal paths are 1 and �N �M − 1�, respectively.

Lemma 1. The minimum and maximum number of T-
SEs configured in an S-state are 1 and M − 1, respectively.

Proof. This directly follows from the minimum and maxi-
mum cardinalities of multicast connections, which are 2
and M including the broadcast case, respectively. □

Lemma 2. For all requests at a given time, the total num-
ber of T-SEs configured in the S-state is given by MΨ − jΨj,
where 2 ≤ MΨ ≤ M is the number of output ports in all mul-
ticast requests at that time MΨ � PjΨj

w�1 Ωw;∀ Rp ∈ Ψ.

Proof. For each multicast request hIp;Ωpi, all T-SEs in
the row corresponding to the input port and columns cor-
responding to output ports in Ωp are configured in the S-
state except for the last output port in Ωp, which is config-
ured in the R-state. Therefore, the total number of T-SEs in
the R-state out ofMΨ is equal to the total number of multi-
cast requests jΨj. □

In the remainder of the paper, we assume that M � N.
The analysis and results can be easily extended to the case
of M ≠ N.

Theorem 1. An N ×N crossbar switch employing T-SEs
is strictly a nonblocking multicast switch.

Theorem 1 can be proved using induction. The complete
proof is discussed in Appendix A.

Given that the proposed switch is SNB, it follows that
the configuration (routing) of a connection request Rp �
hIp;Ωpi on the proposed switch is straightforward and
can be realized by configuring the corresponding T-SEs
in S- and/or R-states as required.

B. Signal Power Loss

An optical signal undergoes losses as it propagates from
input to output ports in an FSO switch. There are two types
of losses: insertion/coupling and splitting losses.

Insertion and Coupling Losses. This is mainly due to the
Gaussian beam divergence experienced by any beam pro-
pagating in free space [25]. Extensive analysis and studies
have been performed to characterize the performance of 2D
MEMS with respect to the insertion and coupling losses.
These losses in our design follow the analysis used for
MEMS switches [25] but with the following two differences:

1) In MEMS-based multicast switches, an optical beam
must propagate through a splitting stage before being
switched by a crossbar. However, in the proposed
switch, an optical beam propagates only through a
crossbar in which splitting and switching are performed
simultaneously and seamlessly. This can reduce the in-
sertion loss due to Gaussian beam divergence.

Fig. 3. T-SE. (a) R-state, (b) T-state, and (c) S-state.

Fig. 4. (a) Switchingmodes in a 2 × 2 switch and (b) multicast in a
4 × 4 switch.
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2) In MEMS, mechanical motion of the mirrors results in
angular misalignment, leading to inefficient coupling.
The proposed design, however, employs only nonmov-
able parts and is free of such losses.

Splitting Losses. Splitting losses are the losses encoun-
tered by the light beam due to the splitting required for
multicasting. In SaD-based switches, an input beam is
split using a 1 ×N splitter into N and jΩpj equal signals
in conventional and configurable splitters, respectively.
Following the splitting stage, a beam travels in free space
from the input to output ports in a crossbar reflecting off of
a single mirror.

In the proposed design, the beammay incur losses due to
the cascaded splitting nature of the crossbar as it propa-
gates through a chain of nonmovable T-SEs along its path
to the output. Let β and η be the reflection and transmission
efficiencies of T-SE in the R- and T- states, respectively. We
refer to the percentage of the power reflected by a T-SE in
the S-state as α, and the transmitted power of the beam is ζ
(Fig. 3). In our proposed switch, splitting losses depend on
the cardinality of the output set jΩpj, and thus we have
two cases.

Case 1: Unicast (jWpj � 1). Power loss is due to the
reflection from SE�p;Op

q;1�, transmission losses of the
�N − 1 − p� T-SEs before the reflection, and transmission
losses of the q T-SEs after the reflection. The loss in the
unicast case [LUC�Ip;Op

q;1�] is given by

LUC�Ip; Op
q;1� � 10 log10�β · ηN−1−p�q�: (1)

The lower (upper) bounds for LUC are related to the
shortest (longest) path traversed by the light beam

10 log10�β� ≤ LUC ≤ 10 log10�η2�N−1� · β�: (2)

Case 2: Multicast (1 < jΩpj < M). The optical losses of
an output Op

q;k ∈ Ωp are due to the transmission losses of
�N − p� q − k� T-SEs in the T-state, transmission losses
of k − 1 T-SEs in the S-state, and the reflection loss of a
T-SE in the S- or R-states. The losses in the multicast case
LMC�Ip;Op

q;k� are given by

LMC�Ip; Op
q;k� � 10 log10��σ · α� �1 − σ� · β� · ηN−p�q−k · ζk−1�;

(3)

where σ � 1 for 1 ≤ k < jΩpj and σ � 0 for k � jΩpj. Using
Lemmas 1 and 2, the lower (upper) bounds for losses in
multicast requests are given by

10 log10�α� ≤ LMC ≤ 10 log10�β · �η · ζ�N−1�: (4)

The equations for the broadcast case (i.e., jΩpj � N) can
be easily deduced from Eq. (3) and inequality (4) by setting
jΨj � 1 and MΨ � N.

IV. RESULTS AND ANALYSIS

Two-dimensional FSO crossbars are generally of low
scalability due to Gaussian beam propagation loss, which
becomes the dominant source of losses at high-port count
[26]. Therefore, in this section, we present a comparative
analysis of the proposed switch with respect to hardware
complexity, power splitting, and cost for N � 8 (i.e., 8 × 8
switches).

A. Hardware Complexity

We decompose all switches into five basic elements,
namely: fixed/movable mirrors, fixed/movable splitting
mirrors, and T-SEs. Table I summarizes the hardware com-
plexity of architectures under consideration. Figure 5
depicts the hardware complexity for N � 8.

In SaD-I, all requests including unicast undergo 1 ×N
splitting. Therefore, no extra hardware is needed to sepa-
rate unicast connections, leading to a lower hardware com-
plexity for SaD-I. SaD-II is similar to SaD-I except that
configurable splitters are used to separate unicast and
multicast connections. Even for multicast connections,
SaD-II is capable of splitting the input beam to the exact
size of the output set. However, this comes at the expense of
additional hardware and control complexity. SUM-SaD
separates unicast and multicast connections and has lower
hardware complexity as compared to that of SaD-II. The
hardware complexity of SUM-SaD is comparable to that
of SaD-I, although SUM-SaD uses more movable compo-
nents. On the other hand, the proposed crossbar switch
using T-SEs is capable of separating the unicast and multi-
cast connections using a smaller number of hardware com-
ponents (i.e., N2) as compared to SaD-based switches.

B. Power Splitting Properties

To evaluate the performance of the proposed switch,
we calculate the power penalties of the four architectures
of size 8 × 8. We calculate the losses at the eight output
ports for all 255 possible combinations of different output
set sizes. Since the splitting loss in the proposed switch

TABLE I
SUMMARY OF HARDWARE COMPLEXITY OF DIFFERENT ARCHITECTURES Φ � �2�⌈log2�N�⌉�1� − 2�

Movable Mirror Fixed Mirror Movable Splitter Fixed Splitter T-SE

SaD-I N2 NΦ∕2 — NΦ∕2 —

SaD-II N2 �NΦ NΦ∕2 NΦ∕2 — —

SUM-SaD 2N2 NΦ∕4 — NΦ∕4 —

Proposed — — — — N2
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depends on the input port, we calculate the signal loss for
the first and eighth input ports to represent the lower and
upper bounds of the splitting loss, respectively.

We use the commercial specifications reported by Kent
Optronics [27] for the tri-state material e-TransFlector,
which canbe tuned to operate in the IR spectrumrangeused
by existing optical communication networks. For example,
Hamedazimi et al. [28] demonstrated a proof-of-concept of
an FSO communication link for DC communication using
the e-TransFlector material tuned for the IR spectrum.
Accordingly,we set both reflectance inR-state �β� and trans-
mittance inT-state �η� to 87%, whereas for theS-state, both
transmittance �ζ� and reflectance �α� are set to 43%. We as-
sume that the optical efficiency of all fixed/movable mirrors
and splitters are 99% and 49%, respectively [29].

In the case of SaD-I, the power loss is independent of the
output set size and is given by

LSaDI � 10 log10�0.99� � 10 log10�1∕N�: (5)

For SaD-II, the unnecessary splitting is avoided, and
thus splitting loss depends on jΩpj given by

LSaDII � 10 log10�0.99� � 10 log10�1∕jΩpj�: (6)

Figures 6(a)–6(c) depict the average minimum, average,
and average maximum splitting power losses of the four
switch architectures under consideration at different sizes
of output sets.

In the unicast case, SaD-II and SUM-SaD have the same
performance. This performance is better than other archi-
tectures (see Fig. 6) because the unicast connections are
switched separately without incurring any additional
losses. On the other hand, SaD-I has the highest power
penalty (∼9.3 dB) due to the fact that unicast connections
undergo unnecessary forced power splitting. Although the
proposed architecture does not enforce splitting for unicast
connections, there are additional losses of 4.53 dB and 7 dB
for input ports 1 and 8, respectively. This is due to the
propagation of the beam through the nonmovable T-SEs
configured in the T-state along its path. Even though this

does not split the beam, it adds additional losses due to the
imperfection of the material.

In the multicast case (i.e., starting from an output set
size of two), it can be observed that as the size of the output
set increases, so does the average and average maximum
power penalties in all architectures except for SaD-I and
SUM-SaD that have a fixed power loss (∼9.3 dB). This is
because SaD-I and SUM-SaD perform fixed full splitting
for all input signals regardless of the size of the output set.

The average minimum power loss in the case of SaD-II
also increases as the size of the output set increases,
whereas the average minimum loss is fixed for SaD-I
and SUM-SaD due to the full splitting property. The aver-
age minimum losses in the proposed switch monotonically
decrease starting with the output size of two. However, we
observe an increase in the averageminimum losses from an
output size of one to an output size of two.

Average minimum (maximum) losses depend on the
number of combinations at different sizes of output sets.
This number increases starting from an output set size
of one (i.e., eight possible combinations of unicast) to four
(i.e., 70 possible combinations) and then decreases.

Regardless of the decrease in the number of combina-
tions starting from an output set size of four, average
maximum loss experiences a monotonic increase as the ag-
gregated maximum loss becomes dominant, whereas the

Fig. 5. Hardware complexity for an 8 × 8 switch.

Fig. 6. Splitting power penalty in an 8 × 8 switch. (a) Minimum,
(b) average, and (c) maximum.
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average minimum loss decreases as the size of the output
set increases.

The proposed switch outperforms both SaD-I and SUM-
SaD up to an output size of two, whereas its performance is
comparable to the other architectures up to an output set
size of four, after which the power loss increases.

It is worth pointing that we only consider the splitting
losses in our analysis. Although MEMS-based switches
show relatively lower splitting power losses, MEMS-based
switches incur additional losses because of the Gaussian
beam losses due to the propagation of the beam in the sep-
arate splitting stage and the angular misalignment of the
micro-mirrors [22,25]. Losses due to angular misalignment
can become more significant if the light beam experiences
multiple reflections such as in 1 ×N beam splitters [30,31].

High power losses can cause the signal power to fall be-
low the sensitivity of the optical receiver, and thus ampli-
fication at the input ports may be needed. It might also be
noted that the proposed switch experiences variation in the
splitting power losses at output ports. For example, in
the case of an output set size of eight, the variation between
the minimum and maximum splitting loss is 25 dB (see
Fig. 6). In order to alleviate the impact of the varying power
loss at the outputs, variable optical attenuators (VOAs)
must be used at the output ports to equalize the impact
of the insertion loss so that the power of the received signal
falls within the dynamic range of the optical receiver [32].

Even though MEMS-based switches do not demonstrate
differences between minimum and maximum splitting
power losses at the output ports as compared to the proposed
switch, MEMS-based switches still need pre-amplifiers, e.g.,
SUM-SaD [see Fig. 1(b)], and variable optical attenuators
due to the losses encountered by the signal in the splitting
stage.

Table II summarizes the number of amplifiers and VOAs
required by the switches investigated. The proposed
switch, SaD-I, and SaD-II need N amplifiers and N
VOAs. However, SUM-SaD switches require N VOAs
and N∕2 amplifiers. This is because only N∕2 of the inputs
are propagating through the splitting stage, as shown in
Fig. 1(b).

C. Switch Cost Analysis

From the discussion above, the total cost �Carch
tot � of a

switch architecture arch depends on the costs of VOAs
�Carch

VOA�, amplifiers �Carch
amp�, and switching elements �Carch

sw �
used, and is given by

Carch
tot � Carch

VOA � Carch
amp � Carch

sw ; (7)

where arch can be SaD-I, SaD-II, SUM-SaD, or the pro-
posed switch. Carch

VOA and Carch
amp depend on the number of

VOAs �Narch
VOA� and amplifiers �Narch

amp� used, respectively.
From Table II, SaD-I, SaD-II, and the proposed switch

architectures employ N VOAs at the output ports and N
amplifiers at the input ports. However, SUM-SaD switch
architecture requires N VOAs and only N∕2 amplifiers.
Therefore, SUM-SaD architecture has a cost advantage
over SaD-I, SaD-II, and the proposed architecture with re-
spect to Camp.

We can expand Carch
sw further and express it as a function

of the cost of a fixed (mirror/splitter) component Cf , a mov-
able (mirror/splitter) componentCm, and a T-SECtse. Given
the cost of each component, we can use Table I to calculate
Carch

sw as follows:

Carch
sw � Narch

f · Cf �Narch
m · Cm �Narch

tse · Ctse; (8)

whereNarch
f ,Narch

m , andNarch
tse are the numbers of fixed, mov-

able, and T-SE switching elements used in the switch arch,
respectively.

We use a relative cost model to quantify and compare the
cost of the proposed switch. We use the cost of the fixed el-
ementsCf as a reference since the cost of these components
is relatively stable compared to the other two types.

Let ρ be the ratio of the cost of movable versus fixed com-
ponents, i.e., ρ � Cm∕Cf . Similarly, let μ be the ratio of the
cost of a T-SE versus a fixed component, i.e., μ � Ctse∕Cf . To
evaluate the cost-effectiveness of the proposed switch as
compared to an SaD-I switch, we use the total number
of fixed and movable components in Table I to set up the
following inequality:

N2Cm �NΦCf ≥ N2Ctse: (9)

By simplifying inequality (9), it is straightforward to
show that the proposed switch has a smaller overall cost
as compared to that of SaD-I if and only if the value of σ
satisfies the following inequality:

ρSaD-I ≥ μ −
�2�⌈log2�N�⌉�1� − 2�

N
: (10)

Similarly, we can compute a lower bound on the value of
ρ for the SaD-II and SUM-SaD as follows:

ρSaD-II ≥
μN − 2⌈log2�N�⌉ − 1

N � 3 × 2⌈log2�N�⌉ − 3
; (11)

ρSUM-SaD ≥
μN − 2⌈log2�N�⌉ − 1

2N
: (12)

Figure 7 plots the ratio ρ∕μ to provide an insight on the
relationship between the cost of a T-SE and that of a
movable component. Moreover, we plot the function 1∕μ
(i.e., ρ � 1), which corresponds to the case Cm � Cf .
Obviously, the cost of a MEMS mirror Cm > Cf. Therefore,

TABLE II
NUMBER OF AMPLIFIERS AND VOAS

Amplifiers VOAs

SaD-I N N
SaD-II N N
SUM-SaD N∕2 N
Proposed N N
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we consider the shaded area below the curve 1∕μ as an
invalid design region. It is not expected that the cost
Ctse will be less than Cf . Therefore, we have also excluded
the area corresponding to μ < 1.

Given the costs of various hardware components, one can
use Fig. 7 to compare the cost-effectiveness of the proposed
design with respect to SaD-based switches at different
port sizes (N � 4, 8, 16, and 32). For N � 4, even if the cost
of a T-SE is 10× the cost of fixed components (i.e.,
Ctse � 10 × Cf ), the proposed switch will be more cost-effec-
tive as compared to the SaD-I, SaD-II, and SUM-SaD when
Ctse is at most 1.18, 3.5, and 2.16 × Cm, respectively.

V. DISCUSSION ON SWITCHING PERFORMANCE

In this section we investigate the scalability and the
switching delay of the proposed switch.

A. Scalability

From the previous analysis, we identify two factors, in
addition to Gaussian beam propagation loss, that impact
the performance of the proposed multicast switch: the
material imperfection of T-SE and the signal split within
the crossbar switch.

Tri-state materials are still in their infancy, and hence,
the values of the parameters of the commercial material
used in our study are modest. We believe that, as the qual-
ity of the tri-state materials improve, so will the perfor-
mance of the proposed switch.

The second factor that impacts the performance of the
proposed switch is the cascaded splitting nature of signal
power along the way from the input to the outputs. This
splitting behavior results in higher power loss and unequal

signal power at output ports. For example, to multicast
a signal to four outputs, using a typical signal splitting
process will result in 1∕4 of the input power at each of
the four outputs. In the used crossbar structure, the signal
power at the last output will be 1∕8 of the input power. We
believe that this high splitting loss can be alleviated using
better switch structures such as multistage switching
networks, e.g., Beneš and Spanke-Beneš. Multistage struc-
tures can avoid the sequential splitting property of a typ-
ical crossbar switch.

B. Switching Delay

The switching latency of the T-SEs depends on the prop-
erties of its material. In the case of the e-TransFlector
material, the switching delay ranges from 10 to 100 ms
at 20°C [27]. In [28], the switching latency of a 1200 × 1500

switchable mirror (SM) based e-TransFlector and tuned
for the IR spectrum is about 250 ms. The authors expect
that, for a 100 × 100 SM, the switching latency will be around
20ms since the switching latency is proportional to the sur-
face area of the SM [28]. We envision that the dimensions of
the T-SEs in the proposed switch are much smaller than
100 × 100; thus the switching delay can be reduced.

VI. CONCLUSION

We propose a new class of SNB FSO multicast switches
using T-SEs. In the proposed switch, T-SEs simultaneously
support signal splitting and switching without the need
for separate splitting stages used in conventional multicast
switches. Thus, a beam propagating in the proposed
switch avoids the propagation loss that may be encoun-
tered by an optical beam passing through a splitting stage
followed by a crossbar, as in SaD-based switches. This leads
to lower insertion loss due to Gaussian beam divergence.
An N ×M SNB multicast switch requires only NM non-
movable T-SEs. Comparison with existing optical multicast
switches shows that the proposed switch provides multi-
cast capability with lower hardware complexity and a
comparable performance. Cost analysis for the proposed
switch shows that its cost is lower than SaD-based
switches, even if the cost of the T-SE is 1.2 to 3.5× that
of a MEMS mirror.

APPENDIX A: PROOF OF THEOREM 1

Theorem 1. An N ×N crossbar switch employing T-SEs
is strictly a nonblocking multicast switch.

Proof: We will use induction to prove the theorem. It is
clear that all permutations, multicast assignments, and
broadcast connections can be realized for the 3 × 3 switch
(i.e., N � 3), as shown in Fig. 8. For simplicity, we change
the indexing of ports. This change does not affect the func-
tionality or the performance of the switch in any way.

Assume that an �N − 1� × �N − 1� switch is strictly non-
blocking. Hence, it is always possible to connect any idle

Fig. 7. Cost analysis of the proposed switch.
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input terminal to an arbitrary set of idle output terminals
independent of the switch’s current state. By induction,
we wish to prove that an N ×N switch is also strictly
nonblocking.

For the induction step, an N ×N switch can be obtained
by adding a row and a column to the �N − 1� × �N − 1�
switch, as shown in Fig. 9. The set of requests RN×N for
anN ×N switch can be defined asRN×N � R�N−1�×�N−1�∪RN,

Fig. 8. Possible permutations using the proposed 3 × 3 switch.
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where RN � hIN;ΩNi. The added 2N − 1 T-SEs are config-
ured in the T-state. This way, none of the N − 1 inputs are
affected, and therefore the functionality and the state of
the �N − 1� × �N − 1� sub-switch is not affected. For the
N ×N switch to be strictly nonblocking, it is sufficient to
show the following:

1) The input IN can request any arbitrary set ΩN of idle
output terminals including the new Nth output port
ON without changing the states of any of the T-SEs
of the �N − 1� × �N − 1� sub-switch.

2) The output ON can be requested by any of the input
ports including the new Nth input port IN without
changing the states of any of the T-SEs of the �N − 1� ×
�N − 1� sub-switch.

In general, for a request hIp;Ωpi, the switch is configured
based on a descending order of ports in Ωp. All possible
scenarios can be summarized in the following four cases
based on the status of RN and ON :

Case 1. ΩN � ∅, and ON ∉Ωi, where 1 ≤ i ≤ jRN×N j.
The added row and column of T-SEs have no impact on

the �N − 1� × �N − 1� sub-switch because ΩN � ∅ has not
changed. Hence, the N ×N switch is SNB.

Case 2. ΩN ≠ ∅, and ON ∉Ωi, where 1 ≤ i ≤ jRN×N j.
Let Ωp � fOp

q;kj1 ≤ q ≤ N;1 < k ≤ jΩpj and ∀ v;w ∈
k;Op

q;v < Op
q;w if v < wg. The request Rp can be processed

by configuring τ�p; j; χ�; ∀ Op
j;k ∈ Ωp, as follows:

τ�p; j; χ� �
�
τ�p; j; S�; if 1 ≤ k ≤ jΩpj − 1
τ�p; j; R�; if k � jΩpj : (A1)

In this case, the request RN can be processed by config-
uring τ�N; j; χ�; ∀ ON

j;k ∈ ΩN, as follows:

τ�N; j; χ� �
�
τ�N; j; S�; if 1 ≤ k ≤ jΩN j − 1
τ�N; j; R�; if k � jΩN j : (A2)

It is easy to see that an idle output in the �N − 1�×
�N − 1� sub-switch indicates that all the T-SEs in its
column are in the T-state. Therefore, no states need to
be changed in the �N − 1� × �N − 1� sub-switch. It follows
that the N ×N switch is SNB.

Case 3. ON ∈ ΩN .

This case follows the analysis in Case 2 except that ΩN

has at least one output (i.e., ON ). From Eq. (A2), if the re-
quest is unicast, then SE�N;N� is configured in the R-state
[i.e., τ�N;N;R�]. If there are other output ports in ΩN , then
we will have τ�N;N;S�, τ�N; j; S� for 2 ≤ k ≤ jΩpj − 1 and
τ�N; j; R� for k � jΩpj.

Case 4. ON ∈ Ωx, where x ≠ N and Rx ∈ R�N−1�×�N−1�.

The request RN can be realized using the same argu-
ment as in Case 2. IfRx ∈ Γ, then this can be easily realized
by configuring τ�x;N;R�, making the N ×N switch SNB.
On the other hand, if Rx ∈ Ψ, the request can be realized
by configuring τ�x;N; S�, where the input signal Ix is
split at τ�x;N; S�. Accordingly, one part of the signal goes
to the output port ON , whereas the other part goes to
the �N − 1� × �N − 1� sub-switch. The �N − 1� × �N − 1�
sub-switch is assumed to be SNB, and therefore the
N ×N switch is SNB. ▪
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