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- Question: Can advanced data types be included in languages that otherwise support parametricity?
- Relational parametricity was introduced by Reynolds to model type uniformity, or representation independence, in functional languages.
- Reynolds developed parametricity for System F. It has now been developed for many extensions of System F.
- Parametricity formalizes the intuition that a polymorphic program must act uniformly on all of its possible type instantiations.
- It requires that every polymorphic program preserves all relations between pairs of types at which it is instantiated.
- Wadler popularized Reynolds' parametricity as "theorems for free" - "for free" because it can deduce properties of programs from just their types, with no knowledge whatsoever of the text of the programs involved.
- Wadler only considered lists (and, implicitly, other ADTs). And most of the free theorems he gives for them in his paper are actually consequences of naturality rather than parametricity.
- There was no reason to distinguish since, for ADTs, they coincide!
- We recently gave a parametric model for nested types. Again, there is no reason to distinguish between consequences of naturality and of parametricity more generally.
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so the fixpoint operator also has an intepretation as a relation transformer.

## Relational Interpretations of ADTs and Nested Types

- If D is a type constructor for an ADT or nested type, then the action of the relational interpretation $D_{1}$ of D on relations $\overline{R: \operatorname{Rel}(A, B)}$ interpreting its free type variables is the relation $D_{1} \bar{R}: \operatorname{Rel}\left(D_{0} \bar{A}, D_{0} \bar{B}\right)$ where $d \in D_{0} \bar{A}$ and $d^{\prime} \in D_{0} \bar{B}$ are related if
- $d$ and $d^{\prime}$ have the same shape
and
- every data element in $d$ is related by $R$ to the corresponding data element in $d^{\prime}$
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- The perfect trees
pnode (pnode (pleaf 1) (pleaf 2)) (pnode (pleaf 3) (pleaf 4))
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are related by the relation $P T r e e_{1} \leq_{\mathbb{N}}$.
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- Theorem: If $g: \forall\{A B:$ Set $\} \rightarrow B \rightarrow(A \rightarrow B \rightarrow B) \rightarrow B$ and $n: T^{\prime}$ and $\mathrm{c}: \mathrm{T} \rightarrow \mathrm{T}^{\prime} \rightarrow \mathrm{T}^{\prime}$, then

$$
\begin{equation*}
\text { fold } \mathrm{nc}(\mathrm{~g} \mathrm{Nil}(::))=\mathrm{gnc} \tag{*}
\end{equation*}
$$

- Proof: The AT for System F with ADTs says that, for any $R \in \operatorname{Rel}\left(S, T^{\prime}\right)$,

$$
\left(g_{S}, g_{T^{\prime}}\right) \in R \rightarrow\left(\text { Equal }_{T} \rightarrow R \rightarrow R\right) \rightarrow R
$$

- Let $R=\{(x s, r) \mid$ fold $n c x s=r\} \in \operatorname{Rel}\left(\operatorname{List} T, T^{\prime}\right)$.
- Then

$$
\begin{array}{lll}
(N i l, n) & \in & R \text { since fold } n c N i l=n \\
((::), c) & \in & R \text { since fold } n c(y:: y s)=c y(\text { fold } n c y s)
\end{array}
$$

- So

$$
\left(g_{\text {List T }} \operatorname{Nil}(::), g_{T^{\prime}} n c\right) \in R
$$

i.e.,

$$
\text { fold } n c\left(g_{\text {List } T} N i l(::)\right)=g_{T^{\prime}} n c
$$

- Reflecting back into syntax gives (*).
- This program transformation - known as short cut fusion - is not a "naturality style" theorem. It requires the full power of parametricity.
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- We have a similar theorem for every ADT and nested type.
- Since the functors underlying nested types are higher-order, so are their folds.
- Let

$$
\begin{aligned}
& \text { foldP: } \forall\{\text { A: Set }\} \rightarrow \forall\{\text { F: Set } \rightarrow \text { Set }\} \rightarrow \\
& \quad(\forall A . A \rightarrow F A) \rightarrow(\forall A . F(A \times A) \rightarrow F A) \rightarrow \text { PTree A } \rightarrow \text { FA } \\
& \text { foldP } \ln (\text { pleaf } x)=\ln \\
& \text { foldP } \ln (\text { pnode } x s)=n(\text { foldP } \ln \times s)
\end{aligned}
$$

- Theorem: If

$$
\left.\begin{array}{l}
\mathrm{g}: \forall\{\mathrm{A}: \text { Set }\} \rightarrow \\
(\forall\{\mathrm{F}: \text { Set } \rightarrow \text { Set }\} \rightarrow(\forall \mathrm{A} \cdot \mathrm{~A} \rightarrow \mathrm{FA}) \rightarrow(\forall \mathrm{A} \cdot \mathrm{~F}(\mathrm{~A} \times \mathrm{A}) \rightarrow \mathrm{FA}) \rightarrow \mathrm{FA}) \rightarrow \\
\text { PTree } \mathrm{A}
\end{array}\right)
$$
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## Summary

- We have seen that we can construct parametric models for languages supporting ADTs and nested types.
- We have seen how to use such a model to derive naturality results and program transformations. We can also derive other standard consequences of parametricity - such as inhabitation results and deep induction rules - in the presence of ADTs and nested types.
- Question: Can we construct parametric models - and thus derive naturality results, program transformations, deep induction rules, and inhabitation results for GADTs?
- Next time we'll see that:
- We can construct parametric models for discrete GADTs - but of course these do not have naturality theorems.
- We can construct models in which GADTs have functorial set and relational interpretations - but these cannot be parametric.
- Question: What should it mean for two GADTs to be related, given that the shape depends on the type of the data it contains?


[^0]:    abstract, in the sense that a client cannot distinguish different implementations of
    an interface.
    Enforcement of program invariants - e.g., invariants ensuring privacy, security,
    correct compilation

[^1]:    - We can construct parametric models for discrete GADTs - but of course these do not have naturality theorems.

