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Algebraic Structures

Definition 1 A Groupis a pair{X; ·} such that

1. “ ·” is closedonX.

2. “ ·” is associativeonX.

3. There is an identitye ∈ X (w.r.t. “ ·”).
4. Every elementa ∈ X has an inversea−1 (w.r.t. “ ·”).

Definition 2 A Ring is a triple{X; +, ·} such that

1. {X; +} is anAbelian group.

2. {X; ·} is asemigroup(lacks identity and inverses).

3. “ ·” distributes over “+”.
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Algebraic Structures

Definition 3 A Field is a triple{X; +, ·} such that

1. {X; +, ·} is a ring.

2. {X#; ·} is anAbelian groupwhereX# = X − {0}.

Definition 4 A Vector Spaceis an Abelian group
{X; +} over a field{F ; +, ·} with ascalar product
F × X → X. For α, β ∈ F andx, y ∈ X,

1. α(x + y) = αx + αy

2. (α + β)x = αx + βx

3. (αβ)x = α(βx)

4. 1x = x
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Field

Definition 3 (Field) LetF 6= ∅ be a set with addition “+”: X × X → X

and multiplication “·”: F × X → X. Then{F ; +, ·} with the operations

forms afield if the following axioms are satisfied:

1. x + y = y + x, x · y = y · x commutative laws

2. x + (y + z) = (x + y) + z, x · (y · z) = (x · y) · z associative laws

3. There is a unique element0 satisfying0 + x = x additive identity

4. To eachx, ∃ a unique−x such thatx + (−x) = 0 additive inverse

5. There is a unique element1 satisfying1 · x = x mult. identity

6. To eachx 6= 0, ∃ a uniquex−1 such thatx · x−1 = 1 mult. inverse

7. x · (y + z) = x · y + x · z “ ·” over “+” distributive law
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Examples of Fields

1. Q, R, andC are fields.

2. Z is not a field. (Why?)

3. Letp be a prime. ThenZp is ap-element field.

4. Q
[√

2
]

={a + b
√

2 | a, b ∈ Q} is a field.

5. Z
[√

2
]

={a + b
√

2 | a, b ∈ Z} is not a field. (Why?)

6. Q
[

3
√

3
]

={a + b
3
√

3 + c
3
√

32 | a, b, c ∈ Q} is a field.

7. Zp[i], p is prime, is a field (withp2 elements).
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Vector Space

Definition 4 (Vector Space) LetX 6= ∅ be a set (vectors) andF be a field

(scalars) with vector addition“ +”: X × X → X andscalar multiplication

“ ·”: F × X → X . ThenX andF with the operations forms avector space(or

linear space), “ X is avector spaceoverF ,” if the following axioms are satisfied:

1. x + y = y + x commutative law

2. x + (y + z) = (x + y) + z associative law

3. There is a unique vector0 satisfying0 + x = x ‘zero vector,’ identity

4. α(x + y) = αx + αy scalar “·” over vector “+” distributive law

5. (α + β)x = αx + βx scalar “+” over scalar “·” distributive law

6. (αβ)x = α(βx) scalar homogeneity

7. 0x = 0 scalar-vector additive identity relation (implied by 5.)

8. 1x = x scalar-vector multiplicative identity relation
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Examples of Vector Spaces

1. Letn ∈ Z+. ThenQn, Rn, andCn are vector spaces.

2. Letn ∈ Z+. ThenPn, the polynomials (real or complex) of degree

less than or equal ton, forms a vector space.

3. Z2 × Z2 × Z2 is a vector space.

4. LetF be a field andn ∈ Z+. ThenFn is a vector space.

5. LetMm×n be them × n matrices with entries in a fieldF with

componentwise addition and scalar multiplication.

6. LetK ⊆ R be a closed interval. ThenC(K), the continuous

real-valued functions onK form a vector space.

7. LetO ⊆ R be an open interval. ThenC1(O), the continuously

differentiable real-valued functions onO form a vector space.

Intro to Linear AlgebraMAT 5230,§101 – p. 7/10



Homomorphisms

Definition 5 (Group Homomorphism) Let{X; +X}
and{Y ; +Y } be two groups withρ : X → Y . Thenρ is a
homomorpismiff

ρ(x1 +X x2) = ρ(x1) +Y ρ(x2)

Definition 6 (Ring Homomorphism) Let{X; +X , ·X}
and{Y ; +Y , ·Y } be two rings withρ : X → Y . Thenρ is
a homomorpismiff

ρ(x1 +X x2) = ρ(x1) +Y ρ(x2)

ρ(x1 ·X x2) = ρ(x1) ·Y ρ(x2)
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Vector Space Homomorphism

Definition 7 (Linear Transformation) LetX andY be
vector spaces over the same fieldF . Then the relation
ρ : X → Y is a linear transformationif and only if for
everyα ∈ F andx1, x2 ∈ X, it follows that:

ρ(x1 +X x2) = ρ(x1) +Y ρ(x2)(1)

ρ(α · x1) = α · ρ(x1)(2)
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Linear Transformation

[x1, x2]
+−→ x1 + x2

ρ


y ρ


y

[ρ(x1), ρ(x2)]
+−→ ρ(x1 + x2) =

ρ(x1) + ρ(x2)

(1)

[α, x1]
·−→ α · x1

ρ


y ρ


y

[α, ρ(x1)]
·−→ ρ(α · x1) =

α · ρ(x1)

(2)
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